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Abstract—Soil measurement and evaluation are crucial to
various aspects of agriculture, including agricultural productivity,
nutrient management, water management, and pH Regulation.
Hyperspectral imaging is an advanced technique used to capture
and analyze a wide range of light wavelengths (or spectral bands)
across the electromagnetic spectrum. Hyperspectral imaging in
soil research involves the use of this advanced imaging technique
to analyze the spectral properties of soils. It allows researchers
to capture detailed information about the composition, texture,
and conditions of soil across a wide range of wavelengths in
the electromagnetic spectrum. This in-depth spectral analysis
provides valuable insights for studying soil health, nutrient content,
moisture levels, and other critical parameters. However, existing
hyperspectral analysis of soil relies on using imaging systems to
exclusively capture information from the soil surface. This yields a
two-dimensional image in which each pixel represents a spectrum
vector. In this paper, we provide a new 3D hyperspectral data
capturing features deep into the soil where each voxel represents
a spectrum vector. For effective analysis of this type of new
hyperspectral data, we develop a 3D visualization tool to not only
directly visualize individual spectrum of the soil volume but also
provide a way to cluster such high dimensional data leveraging
a deep learning-based method through autoencoder.

Index Terms—hyperspectral, 3D visualization, soil, deep learn-
ing, clustering

I. INTRODUCTION

Hyperspectral imaging is an effective tool in agricultural
research for its ability to capture a wide range of wavelengths
across the electromagnetic spectrum [18]. This technology
provides detailed spectral information about crops and soil,
which is crucial for various applications in agriculture, like crop
health assessment, nutrient management, soil health assessment,
and precision agriculture [17], [27], [41]. Hyperspectral imag-
ing captures a wide range of wavelengths, providing detailed
spectral information about objects or scenes. This enables
the differentiation of materials based on their unique spectral
signatures [15]. It also allows for the precise identification and
discrimination of materials, substances, or features that may be
challenging to distinguish using traditional imaging methods.
However, it is challenging to directly visualize hyperspectral
data. Hyperspectral data typically consists of hundreds to
thousands of spectral bands. Visualizing such high-dimensional
data in a meaningful and interpretable way is nontrivial.
Hyperspectral datasets can be quite large in size, especially
when collected over a wide spatial or temporal domain.
Visualizing such a large volume of data can be computationally
demanding. It’s easy to overwhelm viewers with an excessive
amount of information. It is crucial to effectively represent such

high-dimensional information through dimension reduction
methods [22].

Volume visualization is a method employed in computer
graphics and scientific visualization to depict and present three-
dimensional (3D) data in a manner that is easily comprehensible
and meaningful [14]. It proves especially valuable in illustrating
intricate structures and phenomena characterized by depth and
spatial scope, including but not limited to medical imaging data,
scientific simulations, as well as geological and environmental
datasets [44]. Intrinsic structure and features can be displayed
using various visualization techniques to provide insights to
help scientists better understand the dataset. Volume rendering
and isosurface rendering are popular tools for visualizing
datasets in a 3D spatial domain. Although volume visualization
can visualize 3D datasets like 3D hyperspectral soil mapping
data, it can only generate the rendering from a scalar field. A
typical hyperspectral vector normally has thousands of spectral
bands, making traditional volume visualization raise bias in
the analysis of 3D hyperspectral data.

In this work, we aim to tackle the challenge of visualizing 3D
hyperspectral datasets. First, we design an effective web-based
tool with a user interface for interactive volume visualization.
Second, we provide a dimension reduction method using a
deep learning-based autoencoder to map each hyperspectral
sample to a lower-dimensional space. Third, the features learned
in latent space are clustered into multiple groups based on
similarity measurement so that the visualization of the clustered
samples provides a comprehensive insight into the distribution
of soil characteristics in 3D space. The main contributions of
this work include:

o An effective tool for visualizing 3D hyperspectral datasets
used for 3D soil mapping.

« Deep learning-based autoencoder network to learn the
feature in a lower dimension.

« Sample clustering to review the distribution of similarity
of the soil dynamics.

The subsequent sections of this paper are organized as follows:
we first provide an overview of related work in Section II
and the data collection of 3D hyperspectral soil mapping
in Section III. Section IV outlines the methods used for
feature space learning and clustering. Experimental results are
presented in Section V. We draw our conclusions in Section VI.



II. RELATED WORK
A. Hyperspectral Imaging

Hyperspectral imaging identifies spectral signals through
a sequence of contiguous channels with a narrow spectral
bandwidth. As a result, it can capture intricate spectral details
of targets that might otherwise be overlooked or distorted [32].
Hyperspectral imaging has found extensive application in agri-
cultural research for extracting diverse attributes related to crops
and soil, including factors like chlorophyll content, biomass,
yield, and soil quality [12], [24], [25], [34]. Hyperspectral
imagery enables more precise and timely identification of the
physiological condition of crops [9], [21]. In recent years, a
diverse array of compact and affordable hyperspectral sensors
have been created and are now accessible for commercial
applications. This has led to their widespread utilization in
a variety of monitoring tasks, whether mounted on manned
or unmanned airborne platforms such as unmanned aerial
vehicles (UAVs) [9], [19], [43]. By utilizing hyperspectral data,
scientists have explored various agricultural attributes. These
encompass sought-after factors like crop water content, leaf
area index (LAI), chlorophyll and nitrogen levels, identification
of pests and diseases, measurement of plant height, assessment
of phenological information, determination of soil moisture, and
evaluation of soil organic matter content [1], [39]. Existing soil
research utilizing hyperspectral sensing are more rely on the
measurements in 2D image space [13], [20], [30] where each
pixel is a vector of intensities of all spectrum samples. However,
there are sporadic research works targeting the measurement
and analysis of 3D hyperspectral datasets where each voxel is
a spectral intensity vector.

B. Scientific Data Visualization

Scientific datasets are characterized by their 3D spatial
domain and multidimensional nature. Volume visualization
of scientific data is a technique used in computer graphics and
imaging to represent and display three-dimensional (3D) data
in a visually understandable and meaningful way [5], [44]. It
is particularly useful for visualizing complex structures and
phenomena that have depth and spatial extent, such as medical
imaging data (e.g., CT scans, MRI), scientific simulations, and
geological or environmental datasets [2], [14], [29], [33], [36],
[37], [40]. Various algorithms have been devised by researchers
to address volume visualization challenges in scientific data,
including tasks like calculating isosurfaces, streamlines, and
volume rendering with a focus on efficient I/O handling [4],
[23]. By factoring in the distance between the camera view and
individual data segments in the current view, multi-resolution
techniques [35], [38] selectively load data segments at varying
levels of detail. This strategy decreases the amount of data
loaded for rendering while maintaining a similar level of
rendering quality. Enhancing real-time access to raw data
in visualization tasks like progressive slicing and particle
traces can be achieved through methods such as employing
an optimized disk data arrangement [28] or utilizing pre-
computed lookup tables [6]. Although multidimensional data
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Fig. 1: Distribution of the measurement locations across the
field of interest.

can be visualized at a high level leveraging multidimensional
transfer functions [7], [16], [31], it is still a challenging task to
effectively analyze 3D spacial volume with high-dimensional
representations like hyperspectral vectors.

III. 3D HYPERSPECTRAL DATA
A. Data Collection

The 3D hyperspectral data we obtained is a 3D soil volume
measured at different spatial locations with various depths. The
equipment we used is the visible and near-infrared (VisNIR)
integrated multi-sensing penetrometer [26], [42] for in situ,
high-resolution vertical soil sensing. The in situ soil VisNIR
reflectance spectra, penetration resistance, and insertion depth
are measured for each sample. Figure 1 shows the sampling
location map with labels for the field of interest. The dimension
of the sampling is 7 by 8 with a depth of 5, so the volume size
of the dataset is 7 x 8 x 5. For each sample, we measure 2151
hyperspectral samples across the spectrum. We also measured
extra sample locations, like points labeled 301 and 302 in
Figure 1, for verification purposes.

B. Data Processing

Since the measurement for each sample point from the
penetrometer is a comprehensive data collection on various
metrics, the spectral data need to be extracted for our analysis.
Our measurement failed to collect data on sample 41 due
to the difficulty of practicing measurement of its specific
location, we need to reconstruct the spectral information from
its neighboring samples, 33, 42, and 49, through bilinear
interpolation. We perform a similar interpolation on sample 1
for its existing measured location is off to the correct location.
For volume visualization of the intensity of individual spectra,
we create 2151 binary volumetric files for all samples on each
spectrum with a spatial resolution of 7 x 8 x 5. For training the
autoencoder, as detailed in subsection IV-A, we also flatten
the volumetric data into a collection of hyperspectral vectors
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Fig. 2: All 280 hyperspectral vectors measured.

of size 280 (7 x 8 x 5). Figure 2 plots the intensities of all
hyperspectral vectors.

IV. METHOD
A. Feature Space Learning

The architecture of the autoencoder is leveraged as the
primary unsupervised learning technique for extracting features
in the feature space, which has been widely used across various
domains [10] for dimension reduction. A standard autoencoder
is comprised of an encoder and a decoder. A low-dimensional
feature space is extracted through the encoder part of the trained
autoencoder network [3]. Multilayer perceptron (MLP) [8] is
used as the fitting element to capture the dynamics of the
encoder and decoder parts of the autoencoder network. A loss
function is used to minimize the difference between the input
of the encoder and the output of the decoder.

Figure 3 shows the detailed structure of the autoencoder
used in our work for feature space learning. The input is the
spectral vector of size 2151 measured for a particular sample in
the soil. The autoencoder consists of 3 fully connected layers
for both the encoding and decoding phases. 512, 128, and 32
neurons are used for the three layers of the encoder followed
by the latent layer with 2 neurons. 32, 128, and 512 neurons
are used for the three layers of the decoder to connect the
latent layer to the output layer with the same size of 2151 as
input. In our work, we set the latent space as a 2D space. We
use ReLLU as the activation function, and the mean squared
errors (MSE) as a metric of the loss function between the input
and reconstructed output.

B. Clustering

Once the autoencoder network is trained, the parameters
of the encoder are fixed and used for inferencing the latent
space from the spectral vector of each sample. The distance
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Fig. 3: The network structure of autoencoder.

measurement is the difference Dif f,,, between two samples
m and n in latent space:

Diffmn: ‘pmfpn|a (1)

where |p,, — p»| is the Euclidean distance between the 2D
latent space vectors p,, and p,. Based on the distance Dif f,,,
between any two sample m and n, the k-means algorithm is
utilized to cluster all samples of the soil volume.

C. Visualization

For volume visualization, we design a web-based interactive
visualization user interface for volume rendering and isosurface
rendering.

1) Interactive Visualization: Our rendering pipeline uti-
lizes WebGL (Web Graphics Library), a powerful hardware-
accelerated 3D graphics for web browsers, to harness the power
of the GPU for responsive and interactive visualization.

2) Cross-Platform Compatibility: WebGL is supported by
most modern web browsers, making it a cross-platform solution.
This means that our visualization tool can run on a wide range
of devices, including desktops, laptops, tablets, and even mobile
phones.

3) Lightweight: Our visualization website is lightweight
HTML with JavaScript for rendering using Graphics Library
Shader Language (GLSL), making our tool not only effective
but also efficient for visualizing volume data.

4) User-friendly User Interface: Figure 4 shows the user
interface of our web-based volume visualization tool. a is the
area showing the rendering image of the volume visualization.
Users can select different color transfer functions by selecting
colormaps from the drop-down menu in b. ¢ shows a brief
introduction about how to manipulate the view through mouse
or touch movement for rotating, zooming, and panning. d is
the loading status bar for showing how much data has been
loaded to the website after the user selects a local volume file
through e. f and g determined the value of the lower and upper
bound of the opacity transfer function for intensity, which will
selectively show the region of interest as desired. Once the
user toggles the box in h, the relative position of lower (f)
and upper bound (g) are fixed, this is used for visualizing the
isosurface of various intensity values. This visualization tool
is also capable of visualizing clustering results.
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Fig. 4: Visualization UI for volume visualization of the intensity
of a given spectrum of the soil volume. The UI can also
visualize the clustering results.

To better understand the relation between samples within
the same class, we leverage hierarchical edge bundling [11] to
visualize the clustered results from a graph perspective.

V. RESULTS AND EVALUATION

We conduct experiments on key procedures of our pipeline
for visualizing 3D hyperspectral soil mapping data.

A. Experiment Setup

Our visualization tool is tested on a desktop platform with
an Intel 17-7700K CPU, 16GB DDR4 DRAM 3200MHz, and
Nvidia GTX 1050Ti GPU. We also perform testing on an
Android phone with Qualcomm Snapdragon 660 (4 cores 2.2
Ghz and 4 cores 1.8 Ghz) and 4GB RAM. We use Google
Chrome as the browser for both platforms for its support of
WebGL 2.0.

B. Training

The autoencoder network is trained using the PyTorch
software stack to accelerate the training and inferencing
performance on a single Nvidia GTX 1050Ti GPU. Adam
optimizer is used to adjust the learning rate of the gradient
descent. 10000 epochs are used to train the network. Figure 5
shows how the loss decreases for the first 100 epochs.
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Fig. 5: How the loss changes as the training epoch increases.
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Fig. 6: 2 classes clustering in the latent space.

C. Clustering

Once the autoencoder network is trained, the parameters of its
encoder part are fixed for inferencing the latent representation
for all spectral vectors. In this 2D latent space, we apply the
k-means clustering algorithm to cluster the feature into various
classes. Figure 6, Figure 7 and Figure 8 show the clustering
of all the samples in the soil volume into 2, 3, and 4 groups.
Based on the result of each clustering, we also generate a
respective new volume with values reflecting the class index so
that we can use our visualization tool to visualize the clustering
results.

D. Visualization

1) Volume Visualization: We first test the volume visualiza-
tion of a specific spectrum of the value. Two popular types of
visualization, volume rendering, and isosurface rendering, are
tested for visualizing the 3D hyperspectral soil mapping data.
Figure 9 lists the visualization results where the first column
shows the volume rendering of the intensity for the 1th, 100th,
and 1000th spectrum values. The second column shows the
isosurface rendering of the intensity of 0.144 for the 1st, 100th,
and 1000th spectrum values. Our tool provides an intuitive
visualization that helps users better understand the structure
and distribution of a specific spectrum value.

2) Cluster Visualization: The clustered results are also
visualized using our tool for clustering 2, 3, and 4 groups
as shown in Figure 10. The 4 classes are color-mapped into
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Fig. 8: 4 classes clustering in the latent space.

red, blue, green, and purple. We can see that our tool can
clearly visualize the region of different clusters.

3) Graph Visualization: We also visualize clustering results
as a graph where samples in the same class are connected with
edges. Figure 11 shows the hierarchical edge bundling results
on the clustering result for 4 classes. The numbers on the circle
indicate the indices of the samples. Each subfigure in Figure 11
shows the bundled edges connecting the samples belonging to
the same class so that we can clearly see the magnitude and
the distribution of each class in the sample space.

VI. CONCLUSIONS

We present a visualization pipeline to cluster and visualize
3D hyperspectral soil mapping data. A deep learning-based
autoencoder neural network is used to learn a low-dimensional
latent feature space. Clustering is performed on such latent
space to segment the samples in soil volume based on their
similarities. The proposed visualization tool is fast, cross-
platform compatible, lightweight, and user-friendly. We perform
experiments to show the results of volume visualization and
cluster visualization, and test the effectiveness of the pipeline.
We regard this work as an initial attempt to visualize 3D
hyperspectral data effectively and efficiently. The performance
of our tool scales with the input 3D volume size and its input
latency is determined by the capability of the GPU hardware

(a) Ist spectrum
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Fig. 9: Volume visualization of the 3D hyperspectral soil
mapping data. The first column shows the volume rendering
results, while the second column shows the isosurface results.

(a) 2 clusters
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Fig. 10: Clustering visualization for clustering 2, 3, and 4
groups.

used on the user end. In the future, we would like to integrate
various data models to represent data for handling large-scale
hyperspectral volumes and overcoming the interpolation artifact
of sparse 3D datasets. We are also interested in using other
dimension reduction methods and comparing their performance
on clustering.
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